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Networks Enable Lunar Exploration

&

Data Challenges

TIRUNPIRNNIRIII A\ RTEMIS: LANDING HUMANS ON THE MOON ¢

« 10-100x
Uneven comms coverage
* Mission-specific relays
* No global lunar coverage
« Direct-to-Earth requires well- *‘ '/
resourced platforms Q:;':;Ss';‘cf:;raﬂ

to the Moon in the
21st century

‘ ' Lunar Reconnaissance
& Orbiter: Continued
f %7 surface and landing

site investigation

Data Solutions

Shared Infrastructure
* Reduce per-mission costs
» Broader coverage -
« More & faster paths to Earth Scoac nd SvCIgSBaytc Ao
- - Commercial Lunar Payload Services providers
Networking Semantics
* Resilient path diversity
« Data security & scalability

Artemis II: First humans Gateway begins science operations
to orbit the Moon and with launch of Power and Propulsion
rendezvous in deep space Element and Habitation and

in the 21st Century Logistics Outpost

S

m _ Uncrewed HLS
| Demonstration
=

Volatiles Investigating Polar Exploration Rover
First mobility-enhanced lunar volatiles survey

LUNAR SOUTH POLE TARGET SITE

Artemis l1I-V: Deep space crew missions;
cislunar buildup and initial crew
demonstration landing with Human
Landing System

—

K
Fufe

Humans on the Moon - 21st Century

First crew expedition to the lunar surface
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Networking Past GEO is a Challenge

“Space networks” operate around LEO
* Very expensive — thousands of spacecraft Luna is ~9x fu
* Terrestrial network technology fails at/near LEO
« User lag unacceptable at GEO

Orbital altitudes of many significant satellites of Earth

Scale: 2000 km/ 1243.7 mi

0 km / mi - Sea level

37.6 km/ 23.4 mi - Self-propelled jet aircraft flight ceiling (Record set in 1977)
215 km /133.6 mi - Sputnik-1, the first artificial satellte of Earth

340 km / 211.3 mi - International Space Station

390 km /242.3 mi - Former Russian space station Mir

595 km /369.7 mi - Hubble Space Telescope

[700-1700 km] - Polar-orbiting satellites
[435-1056 mi] 20350 km
GPS (Global Positioning System) satelites
These satellites are on a semi-synchronous orbit (SS0),
meaning that they orbit the Earth in exactly 12 hours (twice per day).

arthRadius 6378 KINESIES

LEO zone}—ME0 Zone

Harder challenges for Lunar networks
ther away than GEO
Requires new networking technology
Requires new governance/usage models

35786 km

Geosynchronous (GEO) and geostationary (GSO) satellites.
Geosynchronous satellites orbit the Earth at the same rate that the
Earth rotates. Thus they remain stationary over a single line of longitude
A geostationary satellite remains in a fixed location as observed

from the surface of the Earth, allowing a sateliite dish to be alligned to it
This particular altitude marks the border between the MEO and

HEO zones.

(Low Earth i
orbit) (Medium Earth orbit)

\ 2000 km /1243.7 mi

\ 600-800 km / 372.8-497.1 mi - Sun-synchronous satellites

These satellites orbit the Earth in nearly exact polar orbits north to south.

They cross the equator multiple times per day, and each time they are at the same angle
with respect tothe Sun. Satellites on these types of orbits are particularly useful

for capturing images of the Earth's surface or images of the Sun.

LEO

HEO zone
(High Earth orbit)

Scale: 20000 km/12437.4 mi

HEO zone
(High Earth orbit)

MEO zone
(Medium Earth orbit)

& [0 z0ne
ow Earthrorbit)

LEO GEO

384000 km
The Moon




What is a Lunar Network?

Commercial Ground
Stations or Earth Relays

A network is:

« The emergent behavior of many cooperating
networking devices.

- Routers, switches, hubs, etc...
* We do not “purchase” a network...

- We purchase networking devices. Roiey " Sross
Uitud > » .;
« A network is not a point-to-point link il |l

« Spacecraft have multiple terminals
« Mesh, Directional RF, Optical

* A network is not a single relay

« Relays have different orbits, compatibilities,
services, administration, and performance S Base Camp 4 Tk Link
characteristics o

Fig. 1. LunaNet Architecture
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Unifying Links

» Networks unify communications links
There is no “magic radio/terminal” to rule them all

Spacecraft may have multiple (and different) “links”
= Mesh, Directional RF, Optical.

= Different personalities. Different security/performance.

Vendor solutions do not always interoperate
= Even when implementing same “standards”
Environments can be challenged and contested
= Planned and unplanned disruptions
= (Un)planned disruptions.

« A Unifying Lunar Network

Simplifies application development.

Has interoperable, standardized syntactic behavior.
Has consistent, configurable semantic behavior.

Endpoint

Mesh Radio

Directional RF

Optical Terminal

O
¢ LB

Network Terminal

] * A .

¥ o e

| 'y .
RF Mesh Optical —_— Unified
Links + Neighborhood + Links - Network

Provides traffic engineering & management services.

« Space Networking...

- Allows for targeted capabilities (Good)

- Provides path diversity and resilience (Good)
- Requires coordination (Hard)

- Must scale over the years (Hard)

- Requires sharing from the start (Really Hard)
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Network Systems Engineering
Network engineering is more than addressing technology gaps

 What are the components of an operational
space network?

|dentify technology gaps

Discuss data and control flows

Understand contributions of vendors\standards
Recommend on next steps for standards activity

Avoid local minima (aka... the easy way out)

* Three perspectives from APL supporting:

- CCSDS (Peter Shames)
- IOAG (Jim Schier)
- IPNSIG (Vint Cerf, strategy working group)

 Observations

&

- Diversity is our friend
- Need to track advancements from industry and others
- Converging on proper terminology important

35:20 24705718

LunaNet & DTN

Requirements for the Next Generation Metro & Edge

Common E& Multi-Layer Disaggregated ng‘-zuui' Optimized
Infrastructure ] Convergence Principles 88888 Routing
Enterprise, Mobility & Ethernet, IP, and Optical (75 S(:Iutzr;sl:;ﬂ;r;ro;ems Spe;;r:z {gc;:slr;:;eafrzj‘;ure
Residential over the same integration over an whic‘-r"gcaeﬂ oy ﬁ)gemer o it o
underlying network optimized photonic layer or Independently and EVPNs

o= & v
End-to-End {é}E Open APIs f,;;.:.,} L TCIET: @[]l Virtualization @

Automation 5 Visualization \8

Closed loop E2E Open & standardized
automation leveraging models with an emphasis
advanced analytics on NETCONF/YANG and
and intelligence gRPC/gNMI

Best of class web-based Support for network
network visualization over virtualization capabilities
the multi-layer infrastructure natively within the solution

https://www.ciena.com/insights/articles/how-service-providers-can-win-
by-owning-the-edge.html

There will
be links

We have
standards

We need

much
more




A CCSDS Perspective

The Three-Phased Solar System Internet

“End-to-End”— Forward, SSI Stage 2 ESLT

(no security shown)

Earth
User Node
(EUN)

Vv

 The CCSDS is defining “stages of evolution” of
the SSI concept
- Stages 1, 2a, 2b, and 3 e
= Stage 1: Mission Functionality _
o Bespoke solutions.
o Test individual technologies. e ,,.fm.e"im 5
= Stage 2: Internetwork Functionality ]
o 2a: Manually (possibly mission-specific) f 1 & s
management vie s
o 2b: Interoperable configuration and KodJe—> wawed] [ @

management.
* More emphasis here on security Reley Link

________

EMRN to SRN TT&C & Bundles

Terrestrial

IP-based Network

= Stage 3: Advanced Functionality
Source: CCSDS, “Space Communications Cross Support Architecture

o The network we want.
o Peering, networking, authorization
agreements.

%@ Ecward J. Birrane, lll, Ph.D. | (W) 443-778-7423

Requirements”, CCSDS 901.1-M-1, dated May 2015
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An IOAG Perspective

ARTEMIS: LANDING HUMANS ON THE MOON ##

Lunar Reconnaissance
Orbiter: Continued
surface and landing
site investigation

*‘f/ 1 ‘v 2 &F'/

\% Swial

Artemis I: First Artemis II: First humans Gateway begins science operations Artemis 1l-V: Deep space crew missions;

 How do we govern?
N
v | human spacecraft 10 orbit the Moon and with Taunch of Power and Propulsion cislunar buildup and inifial crew
- J | tothe Mooninthe  rendezvous in deep space  Element and Habitation and demonstration landing with Human
- dat are governance structures an ‘ | s DR st w I e SR
~su | &
atita Raowork | 1 !
approaches” A S
Enptcal o - *

- What organizations should participate in creating
these?

- How are lunar networks same/different from the
Internet?

- What are steps to implementation ( gERl

LUNAR SOUTH POLE TARGET SITE

 Guiding Principles ,_ .
- Open architecture 1 i | e S s " S U
- Interoperability with open international standards " o S

- Scalable and dynamic | Vi 7 LunaNet & DTN

Delay/Disruption Tolerant Networking (DTN) will revolutionize space communications,

_ Secu re a n d resi | ie nt . e extending internetlike capabilities to space and serving as the foundation for the

LunaNet architecture.

Each DTN node can store data if there’s no clear path to the next node. The network

H H The network protocols that enables the terrestrial internet, the Internet Protocol (IP)
- CO n Se n S u S- base d d e C I S I O n S ‘ suire,hrely Ion cndUTime"UF:;'ed co_nnecﬁon for d_ctc lronsference,_ In space, rnissions
e / can have long delays or disruptions due to distances and orbital dynamics, and
. . .. . & > DTN will make NASA's networks flexible enough to overcome these issues.
Open ! I nCl USIVe ’ transparent peer partICI patlon \ also offers flexibility in terms of the route data may take, finding the optimal path to
. % reach its destination. Unlike the computerfo-computer IP connections used in the
- Exte n S I b I e a CrOSS th e SO | a r Syste m *Conceptual visualization, Not meant o show actual modern internet, DTN technologies allow for the temporary disruptions often

present or future nefwork architecture. Not to scale. experienced by spacecraft far from Earth.

Ground Station

%@ Edward J. Birrane, lll, Ph.D. | (W) 443-778-7423 23 March 2023 | 8



An IPNSIG Perspective

Table-1 Incentives and challenges for cooperation

« Key properties of an SSI

InterPlanetary

Networking SIG
- COI |a bO ratl on Incentives for cooperation (co-creation, risk-sharing, pooling & sharing)
- G IO ba | Sta N d a rd S Governments Private actors
- Sta bl | |ty Ensure access to technologies Access to know-how, resources, and
and services financial support
- Democracy
Support a sustainable model Gain credibility, validate their

_ A-ﬁ-’o rd a bl | Ity for space exploration capabilities

Foster domestic industry

_ E X p an d a b | I Ity arowth and cooperation Create potential revenue streams
- Security

Challenges to cooperation (co-creation, risk-sharing, pooling & sharing)

Governments Private actors
IPNSIG STRATEGY WORKING GROUP REPORT

Mutual understanding of expectations and goals

STRATEGY TOWARD A SOLAR
Establishment of appropiate cost and risk-sharing schemes SYSTEM INTERNET FOR HUMANITY

Change in government priorities and funding

Commercial viability and profitability Yosuke Kaneko Vinton Cerf Scott Burleigh

Maria Luque Kiyohisa Suzuki

w Edward J. Birrane, Ill, Ph.D. | (W) 443-778-7423 23 March 2023 9



https://www.nasa.gov/directorates/heo/scan/engineering/technology/disruption_tolerant_networking_history
https://www.nasa.gov/directorates/heo/scan/engineering/technology/disruption_tolerant_networking

Identified Technology Gaps

How to standardize those for everyone

« Store and Forward Data Exchange
- Do not assume a path exists all at once.
- Do not assume endpoints remember things for you.
- Do not retransmit from the source. Inchworm through the network.
- Do store data for milliseconds... or days.
- Do carry all data and metadata in the same message.

« End-to-end Security
- Do not rely solely on physical layer security.
- Do secure different parts of a packet separately.
- Do optimize for security at rest.

* Autonomy as Network Management
- Do not assume an operator in the loop.
Do incorporate autonomy and automation. Operator “on” the loop.
Do push information proactively into the network.
- Do be compatible with terrestrial management approaches.

* Routing

- Do adjust to time-variant topologies.

9



Where do we standardize things?

Two significant standards organizations

Internet Standards

IETF

Areas
« Real-Time Apps
 Internetworking
* Ops/Mgmt
* Routing
« Security
Transport

Expertise in Internet, ISPs, loT, MANET.
~1500 attendees meet 3x year
Open to anyone

Space Standards
CCSDS

Areas
« Systems Engineering
* Missions Ops/Mgmt
» Cross-Support
» Spacecraft Onboard
« Space Link
« Space Internetworking

Expertise in space mission development and operations.
100s of attendees meet 2x year
Requires space agency Sponsorship



We must mix cultures, experiences, and expertise.

A space internet is a combination of space expertise and internet expertise.

Areas
 Real-Time Apps
 Internetworking
* Ops/Mgmt

* Routing

« Security

* Transport

ETE

_—

Produce base standards

CCSDS

Areas
Systems Engineering
Missions Ops/Mgmt
Cross-Support
Spacecraft Onboard
Space Link
Space Internetworking

Customize IETF documents for
space systems



IETF DTNWG — How to Participate

Review online materials
* DTNWG has a “homepage”.

* https://datatracker.ietf.org/wg/dtn/documents/

Watch meetings on YouTube

®* Search for “IETF # DTN” on YouTube.

 For example, “IETF 115 DTN”

e https://www.youtube.com/watch?v=kgA-19a XQY

Join the mailing list
* Mailing list homepage.

e https://www.ietf.org/mailman/listinfo/dtn

e Subscribe or view archive

Attend a meeting
* https://ietf.org
* Virtual attendance is supported!

Delay/Disruption Tolerant Networking (dtn)

About  Documents  Meetings  History ~ Photos  Email expansions List archive »

Search

Document & Date & Status <
Active Internet-Drafts (3 hits)

draft-ietf-dtn-bpy7-admin-iana-00 5 pages 2022-11-07 I-D Exists

Bundle Protocol Version 7 Administrative Record Types Registry WG Document

draft-ietf-dtn-dinma-03 52 pages 2022-10-24 1-D Exists

DTN Management Architecture WG Document
draft-ietf-dtn-ipn-update-00 22 pages 2022-11-07 I-D Exists
Update to the ipn URI scheme

WG Document
Expired Internet-Drafts (2 hits)

a ftn-bibect-03 14 pages 2020-02-18 Expired
in-Bundle Encapsulation WG Document : Proposed Standard

Jul 2023

IETF115
DTN

DTNMA Reference Model

+ Pre-Shared Definitions
Pre-shared data and models.
- Standardize static data definitions wherever
possible.
Negotiated during brief periods of connectivity.

- DTNMA Agent Self-Management i = =
- Managed device often disconnected. £ B "j\\‘ ﬁ'}
Local autonomy engine enables self-management. | | ! |
- Application of pre-shared policies. - : & : — 1Y
- C B. d Mar it N i - hosted by
- Cannot perform bulk updates with large data stores
Managing devices instead use a command and
control interface
- Enables updates to the managed device from
- Remote managers
- Local autonomy engine

IETF115-DTN-20221110-1300

About dtn

"This list is for discussions related to the formation of a Delay
Tolerant Networking (DTN) working group. The IRTF DTNRG
research group has worked on the particular protocols and this new
activity is targeted towards determining if there is interest

in standardizing any output from the DTNRG or other sources."

To see the collection of prior postings to the list, visit the dn Archives.
Using dtn

To post a message to all the list members. send email to d

You can subseribe (o the list, or change your existing subscription, in the sections below.

Subseribing to dtn
Subscribe to din by filling out the following form. You will be sent email requesting confirmation. to prevent others from gratuitously subscribing you. This

Your email address:

Your name (optional):

IETF 116 Yokohama >

IETF 116 starts Saturday 25 March and runs
through Friday afternoon, 31 March.

| Yokohama, Japan



https://datatracker.ietf.org/wg/dtn/documents/
https://www.youtube.com/watch?v=kqA-19a_XQY
https://www.ietf.org/mailman/listinfo/dtn
https://ietf.org/

IETF Standards

APL is authoring networking standards and infusing them into devices

Internet Engineering Fask Force (IETF) S. Burleigh
Request for Comments: 8171 IPNGROUP
Category: Standards Track K. Fall
ISSN: 2070-1721 Roland Computing Services

E. Birrane, III
APL, Johns Hopkins University
January 2022

Bundle Protocol Version 7
Abstract

This document presents a specification for the Bundle Protocol,
adapted from the experimental Bundle Protocol specification developed
by the Delay-Tolerant Networking Research Group of the Internet
Research Task Force and documented in RFC 5850.

Extension | Extension
Block 2 Block 3

Required Block Optional Blocks Required Blocks
- |dentifies the bundle - Encode processing options for the bundle, - Includes user payload
- Specifies processing options - Carry annotative payload information - May represent a fragment of a user payload,
- Adds routing Information - Provide information for downstream nodes - May represent other encapsulated data.

&

Internet Engineering Task,Force (IETF) E. Birrane, III
Request for Comments: 9172 K. McKeever
Category: Standards Track JHU/APL
ISSN: 2070-1721 January 2022

Bundle Protocol Security (BPSec)
Abstract

This document defines a security protocol providing data integrity
and confidentiality services for the Bundle Protocol (BP).

[ |

1
i

ﬁ{%@\m;

Securing

Delay-Tolerant

Networks
with BPSec

Dr Edward J. Birrane lll

Sarah Heiner

Ken McKeever

WILEY

23 March 2023 14




Spotlight Technology: BPv7 (RFC9171)

* Benefits

 What is BPv7? Extension | Extension
- ATransport Protocol for the UN Block = Block:3
Three main features
. . M - lden 'i‘eegulreedunn'o:k - Encode f‘OC:gSﬂnon:' B(:::k:r e bundle, - Includes use?agl:lora.: e
» Dynamic extension block mechanism o Tl R K T R e
= Standardized store/forward
= More flexible naming scheme
: Nod Nod
Persistent node storage E T = Pricesng [
° 9 3
= To support TVR % §g %; §§
Custodial Transfer 5 e——” 3P 3 — g
. . o mary Bloc =2 7] mary Bloc
= Do not start over from the beginning i g

Dynamic Annotation

= |n-band security and policy
Efficient Data Transmission

= Less control traffic

= Data aggregation

Block Carries Information

= Data abstraction
o BP overover LTP, TCP, UDP, QUIC, IP, etc...

Node 1

Downstream

Node 2

23 March 2023 15



Spotlight Technology: BPSec (RFC9172)

What is BPSec?

Security extensions for BPv7
Block-by-block security

Benefits
Multiple annotations in a “bundle” may be secured

Not whole-PDU security

separately.

Encrypt a payload
Sign a header

Allows secured block manipulation
= Adding a secured block to a bundle at a waypoint.

Building overlapping security tunnels.

Possibly useful for data aggregation

= Aggregate data flows into BP extension blocks

Secure blocks differently
o Different cipher suites, keys

Provides aggregation plus per-flow security.

Provides security-at-rest

When bundles are in store/forward state

Packet 2 Packet 4
Packet 1 = ,‘,;5;,5‘ Packet 3 g
=== ==
Primary Security Extension Security Extension Security Extension Security Payload
Block Block Block Block Block Block Block Block Block
® End-to-End Primary Block Integrity ad
@&— Confidential Payload Tunne| —®
@&— Confidential Header Tunne| —®
Primary Block Primary Block Primary Block Primary Block Primary Block
- BIB - BIB - BIB e BIB ‘[ BIB
Payload e e e Payload
(plain text) (plain text)
Payload New Block ..p| NewBlock
(cipher text) (cipher text) (cipher text)
s Payload
(plain text)
Payload
(cipher text)

23 March 2023



Other IETF Work

Time-Variant Routing

IETF115

Use Case 1: Local Resource Preservation
imptior and P ik

The more likely Roo!
we will achieve

Possible TVR Benefits

* Power Savings.
-Rdsmybt ned off to allow other processing.

transmit a - G \Iyth my extel dth btt ylf allow node

* How to create new working groups et
e (Often) Birds of a Feather (BOF) Meetings R e

* Resource accumulation is predictable. - Adapting processing around link availability may reduce
° D O C m e t O b I e m S to b e S O | e d B e e e e et thermal load.
u n r V . * Orthere exists schedules for this information. - hosted by
- For example, how battery power will increase as a function of ¢ Storage Savmgs.
. . . charge rates. - Storage reclamation can be planned as a function of
* Gauge comm ty expertise and interest ink avalabi s
u g u n I y X r I n I n r . future Il_nk availability (for transmission) or be used to
determine when/how to delete data.
* Resource management is istent.
- The resource man geme: 1unc tion: 01 node apply consistent * Data Dellvery
2 5;:1 o determin 9“°dehbe" — = - M naged re: es on the node increase node’s & G
~ le resource management changes too rapidly, decisions made N\
at one point in time might be reversed as a later point in (|me istence and pan ipaticolinibeiueiwone \/\/\/\—

* |ETF 115 BOF - S
* Time-Variant Routing (TVR)
* 135 attendees. ~70 for (~5 against) creating a new working group.
* Recording:
* https://www.youtube.com/watch?v=uc4pwwj6bR0O

* Standardize ways to account for known link changes in a network
* When links come and go.
* Important consideration for interplanetary spacecraft.

* Also important for terrestrial use cases
* Eco-computing. Extending sensor life. Lower utility costs.


https://www.youtube.com/watch?v=uc4pwwj6bR0

Spotlight Technology: CGR/SABR

* What is CGR/SABR?

- Contact Graph Routing (CGR)
- SABR (Schedule-Aware Bundle Routing)

- Break routing into 3 phases
= Planning
= Routing
= Forwarding

* Benefits

- Allows topology data from multiple sources
= Authoritative: Confirmed pass in 5 minutes
= Predictive: Expect a contact around now
= Opportunistic: An unexpected active link
- Prepare for a pass in advance
= Even when negotiating passes machine-to-

machine.

a) Planning Contact pla b) Routing Route tabl c) Forwarding
listribution distribution
- R : Section IV [ Section v N ] [ SectionVi_]
=] ( | Src Dst Ini End Drate | | 1 |
== A B o 150 100 | ! [5\ CP ! |
S INE G CA I T NN ok
I A C 100 200 100 1 @// "\ z : N =
S } i & ONTE - BDT: 1005 & NE Best route
% % % % % % i Y | - tadin.s: @s > I Route 1) to D:
- ( | = txbllin.e: lsgs — e BA
> | N | - volume: 16l ~ 4 0o
! 29 CGR Pty Sot 294 Route table Transmit at: 0s
f A SR | - Nextiode: B e ! look-Up
ol \ E=_ ==, - BDT: 4005 | V4 | Queue to B
| U s | - txWin.s: 300 | 1
cas i i i - tadiin.e: 400s | |
Orbital Communication ! | o [ yoltme B8 10K ! R, Anotate
propagator models i X A S o - i S contmad o
DI (Ant. ., etc. g ! ° %, % % S 1 () ] [0 transmit when
(Distance between nodes) (Ant, mod. etc)  (______ o 2% %% ) (______ _— contact to B happens)

Fraire, J. A., De Jonckere, O., & Burleigh, S. C. (2021). “Routing in the Space Internet: A Contact Graph Routing
Tutorial.” Journal of Network and Computer Applications 174: 102884.

[Sender | Recwr | From | Unil| Range igh seconds)
A B 1

1000 1100
A C 1100 1200 30
B D 1400 1500 120
C D 1500 1600 90

Figure 3-3: Contact Plan Example: Range Intervals

(DD)

(82D) (8D) (C2D)
(AB) (A2B) (A>C)

(A>A)

Figure 3-4: Node A’s Contact Graph for Node D, Given This Contact Plan
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IETF Brief History of DTN
https://youtu.be/XxSDxJGdjw987?t=889

IETF110
TSVAREA

@ JOHNS HOPKINS

© AIRBUS

DEFENCE & SPACE

The Delay-Disruption Tolerant
Working Group (DTNWG)

A brief history and overview of DTN and the Bundle Protocol (BPv7) IEThFolgtOeg)rtw)l;nc

O

M . 0
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https://youtu.be/xSDxJGdjw98?t=889

IPNSIG Academy

727\ @ Internet Society

X

1\ Academ =11’
Where do we standardize things?
IPNSIG Academy Talk #8 -mI T g »

''IETF Standardization Efforts' Space Standards

CCSDsS
ACADEMY
Ty % / 2 Systamn Englnauring
* Missions mt
December 7 2022 G o f : Misions Opa/ip
« Spacecraft Onboard
+ Space Link
+ Space Internetworking
Exporise n nteenat, 1SPs. loT, MANET »  Experise in space mission development and operations
- ~1500 smondoes moet 3x yoar *  100s of attendoes Mmeat 2x yeor
IPNSIG Academy — Program for 2022: Jiiid Open 1 anyone Rioguires 5pace a00Cy SPONsorhic
iz IPNSIG
1. Yosuke Kaneko 100+ years vision ACADEMY
2. Vinton G. (.‘crf DTN Overview -Q//
3. Scott Burleigh SSI Architecture study ll ‘ X 12:16
4. Oscar Garcia DTN Projects Work l IG #IPNSIGacadefy
5. Lara Suzuki DTN live demonstration
6. Dave Israel NASA Luna Net Overview
7. David Gomez Otero ESA Moonlight Overview . / / 1 1 / /
8. Ed Birrane IETF standardization efforts https . ISOC . I |Ve 1 6 1 4 1
9. Keith Scott CCSDS standardization efforts
10. Laura DeNardis Internet Governance issues
11. Scott Pace Space Policy, perspective on IPN governance
12. “IPNSIG Workshop™ Architecture and Governance of IPN

W 23 March 2023 | 20



